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1  Introduction

The climate system is characterised by a spectrum of temporal variations ranging from the minute to several million years (Mitchell, 1976). For example, the cyclonic depressions perturbing regularly our weather manifest a conversion of potential energy into kinetic energy (Peixoto and Oort [1992], p. 378). The cycle takes a few days to complete. In the El-Niño phenomenon, energy and momentum are exchanged between the atmosphere and the upper layer of the ocean. The associated disturbances are propagated via mechanic waves, called Rossby and Kelvin waves, the lifetime of which is several months (Dijkstra [2005], ch. 7). Here, we are interested in an oscillation occurring over several tens of thousand years: the waxing and waning of large ice sheets in the northern hemisphere. We are presently in an interglacial period (the “Holocene). The last ice "wax", called the Last Glacial Maximum, occurred between 22 and 19,000 years ago (Yokoyama et al., 2000). About 42 millions cubic kilometres of ice were then distributed over Northern America, Scandinavia and the British Isles, plus an additional 10 millions compared to today over Greenland and Antarctica (Peltier, 2004). This represents all together a sea-level drop of about 130 m compared to today. The previous interglacial occurred roughly between 130 and 110 kyr ago (Kukla, 2000) (kyr = 1000 yr; see also key to symbols). 

Sediments accumulated on the ocean floor reveal that glacial-interglacial cycles pace climate since 3 million years (Ruddiman et al., 1986). They are not truly periodic, but they seem organised. From 3 Myr to – 800 kyr, glacial-interglacial cycles occurred according to a smooth periodic cycle of about 40 kyr. Glacial-interglacial cycles then became longer and asymmetric (Hays et al., 1976; Imbrie et al., 1984) with ice volume growing during approximately 80 kyr, followed by a deglaciation spanning roughly 10 kyr. The low ice-volume episode is characterised by relatively steady and high atmospheric concentrations of carbon dioxide (280 ppmv), methane (450 – 600 ppbv) and Antarctic temperatures (EPICA community members, 2004 ; Siegenthaler et al., 2005). Hays et al. [1976] were the firsts to identify periods of 19, 21, 40 and 100 kyr in marine sediments records spanning the last 700 kyr. They noted the coincidence of these periods and those characterising the cycles of certain elements of the Earth orbit, namely eccentricity (100 kyr), obliquity (40 kyr) and precession (19 and 21 kyr) calculated by Berger [1978] on the basis of theoretical works by Vernekar [1972] and Bretagnon [1974] 
. The dominant thinking has since been that glacial-interglacial cycles are caused by changes in Earth orbital elements, as first suggested by Adhémar [1842] and Croll [1875] (the name of Milankovitch [1998] is customary quoted because he was the first one to develop a complete supporting mathematical theory and his book, the canon of insolation, is still used as a reference). 

Experiments with models of the general circulation of the atmosphere (e.g.: Gallimore and Kutzbach, 1995; Kutzbach and Liu, 1997) clearly demonstrate that realistic changes in orbital parameters influence climate significantly. However, whether the orbital forcing drives climate deterministically on long time scales is still a matter of debate. As early as 20 years ago, Nicolis and Nicolis [1986] attempted to infer the largest Lyapunov exponent characterising the climate evolution of the last million years (they used the 1 Myr deep-sea record of Shackleton and Opdyke [1973] and applied the analysis technique of Wolf et al. [1985]). They concluded that it might not be possible to predict climate much beyond 25-40 kyr because of its intrinsic chaotic nature. More recently, Wunsch [2003] noted that only 15 % of the variance in the marine record of the last 800 kyr lies in the 18-26 and 33-53 kyr bands, thereby implying that at most 15 % of multi-millenial climate variations can be explained as a linear response to the orbital forcing.  As a consequence, two alternative paradigms to Milankovitch's view that orbital forcing "drives" glacial-interglacial cycles have been claimed to at least deserve careful consideration: (a) linear interference: the effect of the astronomical forcing just linearly superimposes on a limit cycle (the glacial-interglacial cycle) that would naturally occur as a result of non-linear interactions within the climate system (Wunsch, 2003) and (b) non-linear resonance, or "phase locking": glacial-interglacial cycles manifest a limit cycle of the climate system (they would appear without any external perturbation), but the orbital forcing sets their timing. It is said in that case that the orbital forcing is a pacemaker (the expression is probably from Hays et al. [1976]). 

In fact, the most recent literature suggests that climate may have shifted from one regime to the next. Namely, Lisiecki and Raymo [2007] note that amplitude modulations of obliquity are reproduced quasi-linearly in the palaeoclimate record before – 1.4 Myr. This suggests that obliquity linearly drives ice volume at least between – 3 and – 1.4 Myr. They also observe that obliquity amplitude modulations no longer appear in the climate record after 1.4 Myr but, on the other hand, Huybers [2007] note that deglaciations keep almost systematically occurring when obliquity is near a maximum. The latter is highly suggestive of non-linear resonance (Tziperman et al., 2006). 

This paper attempts to introduce the reader to the mathematical formalism needed to understand and predict climate variations at the multi-millenial time. It will also address the question of the timing of the next glacial inception. It was already shown that this enterprise requires (a) a solution for the Earth's orbital elements valid over several thousands of years: this is the object of section 2, and (b) a model of climate valid at the corresponding timescales. Several strategies exist and we will attempt to identify their advantages and drawbacks. We conclude on what we would consider to be promising future research directions. 

2  Calculating astronomical parameters and insolation

The amount of solar energy received on a surface tangent to the Earth per unit time before its interaction with the atmosphere is called insolation (stands for: incoming solar radiation). Insolation averaged over a true solar day is denoted W : 
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(see Key to symbols and Figure 2).  The true anomaly () is expressed as a function of time by inverting Kepler's third law (e.g., Brouwer and Clemence [1961], p. 62). Figure 3 (top left) shows the mean month-latitude distribution of W assuming  = 23°20’ and e=0. The iso-contours are known as Milankovitch curves because they first appeared in his book (Milankovitch [1998], p. 331). Also shown are the effects of a 1° increase in obliquity and that of an eccentricity of 0.05 with different phases of the longitude of perihelion. 
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Figure 2: Heliocentric angles relevant for the astronomical theory of climate. S stands for Sun, E for Earth, P for perihelion and V.E. for vernal equinox. See key to other symbols at the end of this article.

Increasing obliquity produces an increase in annual mean insolation poleward of 43°N and 43°S, and a decrease equatorward of these latitudes. Precession has no effect on annual mean insolation but it may greatly modify its seasonal distribution. 
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Figure 3: Insolation plotted as a function of latitude (Y-axis) and month (X-axis). The isocontours are called Milankovitch curves. The upper-left plot represents the absolute value assuming a circular orbit, while the three other plots give the effect of an increase in obliquity, or that of a non-zero eccentricity with perihelion occurring either in summer ( = 90 or in winter ( = 270°). Note the different scales and also that an increase in obliquity reduces the annual mean insolation between 43°N and 43°S.

The following step is to determine the long-term variations of a, e,  and . The variations of the semi-major axis of the Earth (a) are so small that they do not induce any noticeable change of the mean Earth-Sun distance over the past 250 million years (Laskar et al., 2004), so we can safely assume that a is constant. Eccentricity is obtained from a perturbation of the two-body problem by the other planets first formalised by Lagrange[1781]. The movement of the perihelion with respect to the moving vernal equinox is the combination of two effects: the first one is the general precession in which the torque of the Sun, the Moon and the planets on the Earth's equatorial bulge causes the axis of Earth rotation to wobble like a spinning top with a period of 25,800 years; the second one is the rotation of the elliptical figure of the Earth's orbit relative to the stars, at a period of 100 kyr. The two effects together produce the 
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Figure 1: Long term variations of (a) the climatic precession parameter, (b) obliquity, (c) the normalised oxygen isotopic ratio of benthic foraminifera (the Y-axis is configured such that sea-level increases upwards (ice volume increases downwards) and (d) atmospheric CO2 concentration (in ppmv) reconstructed from ice core records (Petit et al., 1999; Siegenthaler et al., 2005). Time zero corresponds to year 1950 AD. Vertical shadings indicate interglacials, identified here as periods of CO2 high stand. Data timescales are taken from the corresponding references. 

climatic precession, the mean period of which is 21 kyr. Berger [1978] obtained an analytical solution of the expressions of climatic precession, obliquity and eccentricity available in the following form:
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The climatic precession parameter (esin) provides a measure of the Sun-Earth distance at northern hemisphere's summer solstice. Berger [1978] provides tabulated values of frequency spectrum of orbital parameters (i, i and i), along with their amplitudes (Pi, Ai and Ei ) and phases (i, i and i ). Namely, precession is dominated by four periods (23.7, 22.4, 18.9 and 19.1 kyr) and obliquity varies between 22 and 25 with a period of approximately 41 kyr. Eccentricity varies between 0 and 0.05 with periods of 404, 95, 124, 99 and 131 kyr. 

Eccentricity is presently small (e=0.017) and the orbit will be very close to a circle in 27 kyr. This situation occurs every 400 kyr. Northern summer solstice occurs today at aphelion. It occurred at perihelion (closest to the Sun) 11 kyr ago (Figure 1).
System (2) provides a solution of suitable precision over roughly 1 Myr. Numerical integrations have a better accuracy (Laskar et al., 2004 provides a solution roughly valid for ± 20 Myr) but the chaotic nature of the planetary system puts an ultimate limit on the predictability of orbital parameters (Laskar, 1999). It was shown that the choice between two realisations of an ensemble of likely astronomical solutions may however skilfully be guided by identifying interference patterns (beatings) in several-million-year-long geological records (Lourens et al., 2001; Pälike and Shackelton,  2000; Pälike et al., 2004). 

3  Climate dynamics at orbital time scales

3.1  General principles

So far we have seen how to compute insolation. Now we need a suitable climate model. The first task is to identify climatic components likely to determine the dynamical characteristics of climate evolution at the orbital time scales. We are thus looking for structures in the climate system having characteristic response time scales of at least several millennia. These are — mainly — the terrestrial biosphere, the oceans, ice sheets (like Greenland or the Northern American ice sheet) and the lithosphere-asthenosphere ensemble (roughly, the upper 300 km of the solid Earth). These slow structures communicate together essentially via the lower 15 km of the atmosphere (this is the troposphere) and, as we shall later see, via changes in sea-level.  

· The atmosphere, to which one can formally associate the continental surface and the “mixed layer” of the ocean (the upper 5 to 50 m), carries information from one slow component to the next via its dynamical, thermodynamical and chemical properties. It also communicates the effects of changes in Earth orbit to the slow components. The dynamics of the atmosphere are particularly complex and they are usually modelled with 3-dimensional general circulation models. It was established that a reduction in incoming summer insolation (for example, due to the climatic precession effect) increases the net accumulation rate of snow on glaciers (Gallimore and Kutzbach, 1995; Khodri et al., 2001 and Vettoretti and Peltier 2003). Conversely, an increase in summer insolation generally enhances subtropical weather systems, especially African and Indian monsoon (Kutzbach,  1981; Joussaume et al., 1999; Zhao et al., 2005). The atmosphere also responds to an increase in greenhouse gas concentrations by a global warming amplified near the poles (Manabe and Stouffer, 1980; IPCC, 2001; Alexeev et al., 2005). Clouds exert a potentially important but highly uncertain role in amplifying or reducing the effects of changes in ice sheet topography, greenhouse gas concentrations and orbital forcing (Webb et al., 2006; Crucifix, 2006). 

· The terrestrial biosphere responds to climatic change and, in general, this response amplifies the original climatic change (Claussen et al., 2001; Meir et al., 2006). Namely, expansion of vegetation favoured by an increase in temperature or precipitation results in more absorption of sunlight by the surface (tends to further increase temperature) and increased latent heat release in the atmosphere (may enhance precipitation in semi-arid areas). The biosphere is also a reservoir of organic carbon but how its content responds to climate change is the result of two competing effects difficult to quantify: photosynthesis contributes to store carbon in the soil (photosynthesis rate is sensitive to the concentration of CO2, temperature and water availability) but heterotrophic respiration (highly sensitive to temperature and humidity) puts in back to the atmosphere. The direct effects of vegetation changes on climate through heat and moisture exchanges are quite rapid, while the biogeochemical impact may take several thousand years to complete (Lenton et al. 2006, Sheffer et al. 2006, Meir et al., 2006).

· The oceans also contribute actively to climate dynamics by their physics and biogeochemistry. Poleward heat transport by oceanic currents — partly materialised by surface western boundary currents such as the Gulf Stream and its northerly prolongation, the North Atlantic drift — regulate the formation of sea-ice and promote evaporation at high latitudes (see, for example, Peixoto and Oort [1992] p. 365 for a general introductory text). There is good evidence that the North Atlantic drift extends less to the North during glacial times (Duplessy et al., 1975; Sarnthein et al., 2003; Lynch-Stieglitz et al., 2007), which enhances the cooling effect of the polar ice caps. Besides, the ocean is a gigantesque reservoir of inorganic carbon, either under dissolved form, or stored in the form of calcite (CaCO3) in deep-sea sediments. It is easily seen that the ocean acts as an effective carbon pump by the fact that the deep ocean contains about 6 % more dissolved inorganic carbon per unit volume than the surface (Broecker and Peng, 1987; Levitus and Boyer, 1994). Part of this difference is due to the biological activity (photosynthesis near the surface, and respiration at depth) but it is also determined by the structure of the ocean circulation (Archer et al., 2000). Calcite stored in the sediment has a particularly perverse role (Broecker and Peng, 1987). Dissolution of calcite increases water pH, which shifts the chemical equilibrium of the carbonate oxydo-reduction system in such a way that further atmospheric CO2 is absorbed by the oceans. It may be shown that this effect results in a slow positive feedback to oceanic absorption of CO2 (Broecker and Peng, 1987). Sediment dissolution will ultimately compensate for anthropogenic emissions of carbon dioxide but this may take several tens of thousand years to complete (Archer  2005). 

· Ice sheets store ice on their large accumulation zones (where the net annual ice mass balance is positive) and loose it on their sides (ablation zones) by melting and iceberg production. Steady state is achieved by a dynamical ice flow from the accumulation zone towards the ablation zones. The characteristic time scale of this flow is of the order of ten thousand years (this is the Nye time scale, see Paterson [1994] p. 279). Ice sheets cool the atmosphere because they have a high albedo and also because their temperature never exceeds 0°C (they constitute a reservoir of latent heat). At last, ice sheets are an important reservoir of freshwater which, when released into the oceans via the rivers or because of iceberg production, may reduce or even disrupt ocean vertical mixing (e.g.: Rahmstorf 2002). 

· The lithosphere may be viewed as 60 to 100-km thick elastic membrane lying above a viscous-plastic medium (the asthenosphere) (see, e.g.: Peltier, 1974; Lambeck et al., 1996; Peltier et al., 2002). The lithosphere deforms when ice accumulates, and the characteristic time of this deformation is about 5000 years. The resulting depression is about a third of the ice sheet thickness. This phenomenon is called isostasy. As will be shortly shown, isostasy interferes with the dynamics of ice sheets by modifying the altitude of the ablation zones. Isostatic deformation may also promote the formation of proglacial lakes, which are thought to reduce ice melting (Krinner et al. 2004). 

In our quest to model the climate system, we are mainly looking for non-linear interactions between the different components. Indeed, non-linearity introduces the possibility of having several equilibriums (stable or unstable) and, hence, the possibility of a limit cycle between glacial and interglacial states. Here are three examples of non-linear mechanisms proposed in the literature thought to have played a role in glacial terminations.  

· Instability due to the nature of the sediment at the ice-sheet / lithosphere interface: It was suggested that stability of the large ice sheets may be threatened by the fact that a significant portion of their basis lies on marine sediment, which is more "slippery" than continental bedrock (MacAyeal, 1993). 

· Instability caused by the isostatic response: The depression of the lithosphere under ice effectively lowers the altitude of the ablation zones, which exposes them more to the effects of insolation changes. Furthermore, the slowness of the lithosphere rebound after deglaciation has begun to take place strengthens the altitude gradient of the ice sheet, which in turn increases the flow of ice from the accumulation area to the ablation area (Oerlemans, 1980; Birchfield and Ghil, 1993,Tarasov and Peltier, 1997; Crucifix et al., 2001). This may explain why deglaciation is so rapid once it has begun.

· Interaction beween sea-level and the oceanic carbon pump. Formation of sea-ice near the marine platforms of Antarctica causes the formation of a downsloping water current entraining carbon-rich water to the bottom of the ocean. Paillard and Parrenin [2004] then speculated that the efficiency of this pump is greatly reduced when sea level is low because there are less immersed continental platforms. The attractiveness of this mechanism is that it accounts for the observation inferred from the ice core record that a CO2 increase slightly precedes the decrease in ice volume (Pépin et al. 2001).

At this stage, we know about a series of mechanisms that may potentially explain the dynamics of glacial-interglacial cycles. What is the appropriate strategy to model these interactions more quantitatively in order to gain explicative and predictive skill? 

Geophysical fluids (atmosphere, ocean and ice) are difficult to compute, among other things because time and spatial scales are difficult to separate. For example, the general circulation of the ocean is influenced by deep-ocean convective towers occurring in the North Atlantic, the diameter of which is about 200 km (Klinger et al., 1996). Clouds, which effectively influence the radiative balance of the atmosphere, evolve on spatial scales of a few kilometres and their structure is determined by even much smaller scale processes (nucleation, droplet formation, precipitation etc.). Finally, the net mass balance of ice sheets results from an equilibrium between large accumulation areas and narrow ablation zones characterised by a complex topography and large temperature gradients. The ice flow per se is influenced by complex and highly non-linear features, such as meltwater channels and fractures. 

Attempting to estimate accurately the global carbon, water and energy exchanges within the climate spatial by spatial and time aggregation of all these small processes would be vowed to failure. Any small error, far below what is currently measurable, would certainly grow over time (remember that the complete climate system is generally far from equilibrium). This is the reason why it would be unwise to run a general circulation model over several tens of thousands of years and just "see what it gives". There is no chance of reproducing glacial-interglacial cycles with the right timing. The appropriate modelling strategy must therefore use (a) our knowledge on the physics and sensitivity of each climatic component, and (b) information provided by the palaeoclimate climatic record. 

Here, we explore two possibilities: low-order modelling and earth models of intermediate complexity. 

3.2  Low-order modelling

One possibility is to construct a model of a few ordinary differential equations that somehow distillates the knowledge on the physics of the components of the climate system estimated to be relevant to describe glacial-interglacial cycles. Such a model must be physically reasonable and respect the elementary principles of energy, entropy and mass conservation. This approach is illustrated here with the Saltzman and Maasch [1990] model (SM90), but we note that other models exist, often simpler but perhaps less rigorously established (e.g.: Paillard, 1998; Tziperman and Gildor, 2003; Paillard and Parrenin [2004]): 
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with : carbon dioxide concentration, I: global volume of continental ice, N: a measure of the global thermohaline circulation of the ocean, : global mean temperature: global mean extent of sea-ice, and F: external forcing terms. All other factors are parameters. For example, r1 parameterises the fact that increased global temperature causes a release of CO2 by the simple effect of reduced solubility of CO​2 in seawater. The term r2  implies that CO2 tends to be reduced when sea-ice cover is large because it acts as a cap (for example, Stephens and Keeling, 2000, but see also Morales-Maqueda and Rahmstorf, 2002). First-order constraints on these parameterisations and associated parameters may be deduced from more explicit and specialised models of the individual components such as, for example, general circulation models of the atmosphere. On the other hand, it is perfectly acceptable to fine-tune these parameters to force a better agreement between the low-order model and the data in order to improve its predictive skill. 

This process is illustrated on Figure 4. The red curve is the normalised ice volume reconstructed from a compilation of oceanic data by Imbrie et al. [1984]. The bold black curve is the realisation of SM90 using initial conditions and parameters given in the original publication. The only forcing term is FI=I65, the normalised summer solstice insolation at 65°N, in reference to Milankovitch's hypothesis that summer insolation determines glacial-
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Figure 4: Upper : Summer solstice insolation at 65° for the period [-500 kyr ; + 100 kyr], used to force the SM90 model (Saltzman and Maasch [1990]). 
Lower: Bold black curve : Time evolution of normalised northern hemisphere ice volume predicted with the SM90 model, compared with the reconstruction of Imbrie et al.,[1984]. Thin cyan curves represent an ensemble of realisations of the SM90 model in which parameters were tuned to improve the match to data. Note the dispersion of the predictions after + 50 kyr.

interglacial cycles via the snow-albedo feedback (Milankovitch, [1998], p. 567). Fine curves were obtained by further tuning the model on data (this study, according to the implementation of the ensemble Kalman filter by Annan et al., 2005), assuming a covariance on data error of 3. It is seen that although all tuned realisations correctly reproduce the timing of previous glaciations and deglaciations, there is growing uncertainty on the climate evolution of the next 100 kyr. Especially, climate prediction beyond the next glacial maximum (here occurring in ~ 60 kyr) is uncertain. The reader is referred to Hargreaves and Annan [2002] for a more complete assessment of the predictive skill of SM90.  Saltzman (2002) is an essential reference to any reader interested in low-order modelling of Pliocene-Pleistocene climates. 

3.3  Earth models of intermediate complexity

We have seen that conceptual models may partly be calibrated on observations, or with the help of general circulation climate models. However, some potentially relevant mechanisms may not be directly observed nor simulated with general circulation models. Indeed, these mechanisms may be too slow (e.g.: snow accumulation over ice sheets) or perhaps they only occur under different climate regimes than today’s. This is the reason why it was useful to design models having more complex representations of atmosphere, ocean, ice sheet and carbon cycle dynamics than in a low-order model, but yet simple enough to address the long time scales. These models were recently termed earth models of intermediate complexity (Claussen et al., 2002). The LLN-2D (Gallée et al. 1992) is one of the first models of this kind. It includes an axi-symmetric atmosphere with quasi-geostrophic approximation, a full computation of radiative transmission, scattering and absorption in the atmosphere, a dynamic representation of the ocean-mixed layer depth and kinetic-energy budgets, and up to three ice sheet dynamical models including isostatic effects. There is no representation of carbon cycle dynamics, such that CO2 concentration has to be imposed as an external constraint to the model. 

The LLN-2D was calibrated on the present-day climate, as well as on the timing and rate of the last glacial inception about 116 000 years ago. These constraints turned to be sufficient to achieve convincing simulations of the last glacial-interglacial cycles (Gallée et al, 1992, Berger et al., 1998). The last glacial maximum is simulated around 18,000 years ago (Figure 5). It was confirmed with this model that variations in CO2 greatly affect the timing of glacial inception, especially when eccentricity is low. Marine isotopic stage 11 (MIS 11) is a good test case. This is a 30 kyr-long interglacial that started between 430 and 420 kyr ago and ended between 400 kyr and 390 kyr ago (Raynaud et al., 2005). Different simulations were performed with the LLN-2D model to identify the conditions to glacial inception (Figure 5). It was shown that only when both northern-hemisphere June insolation and CO2 decrease (green and red scenarios on Figure 5, consistent with the ice-core record of Raynaud et al., 2005) does climate enter into glaciation (Loutre 2003). Otherwise, each forcing alone is not able to drive the system into glaciation and the climate remains in an interglacial state for another 20,000 years. 

The present orbital configuration bears similarities with that of MIS 11. Indeed, we are today experiencing a low eccentricity and both the precession parameter and obliquity decrease. This is the reason why MIS 11 is said to be analogous to the present day (Loutre 2003). Yet, the climate evolution of the present interglacial differs to that of MIS 11: both CO2 and methane concentrations increased from 260 to 280 ppm over the last 8000 years (Indermühle et al., 1999, Flückiger et al., 2002) instead of decreasing. This is the reason why Berger and Loutre (2002) consider that the next glacial inception is not due before 50,000 years (Figure 5, right-hand-side figures). Archer and Ganopolski (2005) further pushed the timing of glacial inception to up to 400 kyr from now on the basis of experiments with another model of intermediate complexity (CLIMBER-2) by taking into account modern and future fossil fuel burning emissions of CO​2. 

A small digression: Why such a difference in the evolution of greenhouse gases between MIS 11 and the Holocene? Maybe we should not be so surprised because the orbital trends are not quite the same. For example, obliquity is higher today than 400 kyr ago. Nevertheless, there is speculation (Ruddiman, 2005;  Ruddiman, in press) that the natural Holocene CO2 trend was a decline; its increase is essentially due a perturbation caused by CO​2 and CH4 emissions related to land management and rice plantations. This small but sustained perturbation started
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Figure 5: Time evolution of northern hemisphere ice volume simulated by the LLN model (lower) forced by insolation (top) and various scenarios the evolution of CO​2 concentration (middle) for marine isotopic stage 11 (around – 400 kyr, left) and the present interglacial period plus the next 125 kyr (right). Geological plotting conventions are adopted (time and ice-volume axes inverted). The figure illustrates, for these two periods, the sensitivity of simulated ice volume to the exact timing of CO​​​2  concentration changes.

about 6000 years ago and – according to Ruddiman – it was amplified by natural feedbacks to the point of avoiding glacial inception. All experiments carried out so far, either with the LLN-2D model (Loutre et al., 2007), CLIMBER-2 (Claussen et al., 2005) or even with a general circulation model (Ruddiman et al., 2005) indeed confirm that glacial inception would occur today if CO2 concentration was below a threshold estimated around 240 ppmv. However, Ruddiman's hypothesis is criticised (see., e.g., Joos et al., [2004]), in part because the human perturbation supposedly needed to avoid glacial inception would  have left an imprint on the isotopic signature of atmospheric CO2, which is not observed. It was however argued (Crucifix and Berger, 2006) that the perturbation does not need to be so big if the climate was close to instability during the Holocene. Whether this was the case or not has not been established. This is the reason why Ruddiman's hypothesis may still be viewed as an insightful and thought-provoking proposal. 

4  Conclusion

It is now granted that the orbital forcing somehow influences glacial-interglacial cycles. However, it is not entirely clear whether the orbital forcing is really a necessary driver or just a pacemaker. Current challenges may be summarised as follows. First, we still need to identify and document the mechanisms of climate instability, especially those active during peak glacial and interglacial times. For example, the idea of a link between carbon cycle and sea-level is particularly attractive, but it still needs to be better quantified. To this end, explicit models with appropriate meshes are needed and this implies significant technological challenges (see., e.g., Legrand et al., 2006).

 On the other hand, time series analysis has provided significant advances in our qualitative understanding of climate as a non-linear system. It was suggested that a transition from a linear to a non-linear regime occurred about 1.4 Myr ago. The cause of this transition is not known. Addressing this question requires to establish a model of climate able to represent the non-linear interferences between very slow processes (e.g.: tectonics or sedimentogenesis) with glacial-interglacial cycles. This is the domain where low-order modelling is the most useful, assuming that the structure of the equations of these low-order models is consistent with the results of the other models of the hierarchy (general circulation models and earth models of intermediate complexity). 

Finally, climate prediction on long time scales requires calibration of climate models on data. The process was first illustrated with the LLN-2D model. This model was calibrated on the present-day climate and on the last glacial inception. The prediction for the future is then a glacial inception in 50 kyr and glacial maximum around 60 kyr. The calibration step may also be formalised by means of a Bayesian method, like Ensemble Kalman filtering. The process was illustrated with SM90 low-order model, using past sea-level data. The prediction for the next glacial maximum is the same as with the LLN-2D model, but it was also shown that the uncertainty of the prediction grows dramatically after that time. The advantages of the low-order model are its negligible computing requirement as well as the easiness of identifying tuneable parameters. From a theoretical point of view, it would be useful to identify those moments of climate history – if they exist – when a small perturbation may modify the course of climate. We think that research in that direction might provide constructive insights into the current debate about the possibly large effects of land management and rice plantations by early civilisations during the Holocene. 
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Key to symbols

1  Insolation and orbital parameters

	 
	latitude 

	t 
	time 

	S
	total solar irradiance at the mean Earth-Sun distance (usually 1368 W/m2 )

	e 
	eccentricity of the Earth orbit 

	 
	direction of vernal point

	 
	declination 

	
	The true anomaly, i.e., the angle between the position of the Earth and the direction of the vernal equinox

	 
	longitude of perihelion relative to vernal equinox 

	 
	obliquity, i.e., angle between equator and ecliptic 

	W 
	Time-mean insolation received in one true solar day 

	a 
	semi-major axis of Earth's orbit 

	r 
	Earth-Sun distance

	H0 
	hour angle at sunset


2  Climate modelling

Note : all variables are taken as a departure from an equilibrium 

	 
	Carbon dioxide concentration 

	 
	Global mean extent of sea-ice 

	N 
	Measure of the global thermohaline circulation of the ocean 

	I 
	Global volume of continental ice 

	 
	Global mean tempeature 

	F,I,N 
	External forcing terms. 


3  Miscellaneous

	ppmv 
	part per million in volume 

	ppbv 
	part per billion in volume 

	kyr 
	thousand years 

	Myr 
	million years 



References

Adhémar, J., (1842) Révolutions de la mer: déluges périodiques. Carillan-Goeury et V. Dalmont, Paris. 

Alexeev, V., P. L. Langen, and J. R. Bates, (2005) Polar amplification of surface warming on an aquaplanet in "ghost forcing" experiments without sea ice feedbacks. Clim. Dyn., 24, 655-666, doi:10.1007/s00382-005-0018-3. 

Annan, J. D., D. J. Lunt, J. C. Hargreaves, and P. J. Valdes, (2005) Parameter progressestimation in an atmospheric GCM using the ensemble Kalman filter. Nonlinear Processes in Geophys, 12, 363-371 

Archer, D., (2005) Fate of fossil fuel CO2 in geologic time. J. Geophys. Res., 110, CO9S05, doi:10.1029/2004JC002625. 

Archer, D. and A. Ganopolski, (2005) A movable trigger: fossil fuel co2 and the onset of the next glacial inception. Geochem. Geophy. Geosy., 6, Q05003, doi:10.1029/2004GC000891. 

Archer, D. E., G. Eshel, A. Winguth, W. Broecker, R. Pierrehumbert, M. Tobis, and R. Jacob, (2000) Atmospheric pCO2 sensitivity to the biological pump in the ocean. Global Biogeochem. Cycles, 14, 1219-1230. 
Berger, A., M. F. Loutre, and H. Gallée, (1998) Sensitivity of the LLN climate model to the astronomical and CO2 forcings over the last 200 ky. Clim. Dyn., 14, 615-629. 

Berger, A. and M. F. Loutre (2002). An exceptionally long interglacial ahead?  Science, 297:1287–1288.

Berger, A. L., (1978) Long-term variations of daily insolation and quaternary climatic. J. Atmos. Sci., 35, 2362-2367. 

Birchfield, G. and M. Ghil, (1993) Climate evolution in the Pliocene and Pleistocene from marine-sediment records and simulations: Internal variability versus orbital forcing. J. Geophys. Res., 98, 10385-10399. 

Bretagnon, P., (1974) Termes à longues périodes dans le système solaire. Astron. Astroph., 30, 141-154. 

Broecker, W. S. and T.-H. Peng, (1987) The role of CaCO3 compensation in the glacial to interglacial atmospheric CO2 change. Global Biogeochem. Cycles, 1, 15-29. 

Brouwer, D. and G. M. Clemence, (1961) Methods of celestial mechanics. Academic Press. 

Claussen, M., V. Brovkin, R. Calov, A. Ganopolski, and C. Kubatzki, (2005) Did humankind prevent a Holocene glaciation ? Clim. Change, 69, 409-417. 

Claussen, M., V. Brovkin, and A. Ganapolski, (2001) Biogeophysical versus biogeochemical feedbacks of large-scale land cover change. Geophys. Res. Lett., 28, 1011-1014. 

Claussen, M., L. Mysak, A. Weaver, M. Crucifix, T. Fichefet, M. F. Loutre, S. Weber, J. Alcamo, V. Alexeev, A. Berger, R. Calov, A. Ganopolski, H. Goosse, G. Lohmann, F. Lunkeit, I. Mokhov, V. Petoukhov, P. Stone, and Z. Wang, (2002) Earth system models of intermediate complexity: closing the gap in the spectrum of climate system models. Clim. Dyn., 18, 579-586. 

Croll, J., (1875) Climate and timein their geological relations: a theory of secular changes of the Earth's climate. Appleton, New York. 

Crucifix, M., (2006) Does the Last Glacial Maximum constrain climate sensitivity? Geophysical Research Letters, 33, L18701, doi:10.1029/2006GL027137. 

Crucifix, M. and A. Berger, (2006) How long wil out interglacial be. Eos, Trans. Am. Geophys. Union, 87, 352. 

Crucifix, M., M. F. Loutre, K. Lambeck, and A. Berger, (2001) Effect of isostatic rebound on modelled ice volume variations over the last 200 kyr. Earth Planet. Sci. Lett., 184, 623-633. 
Duplessy, J.C., L. Chenouard, and F. Vila. Weyl’s theory of glaciation supported by isotopic study of Norwegian core K 11. Science, 188:1208–1209, 1975.
Dijkstra, H. A., (2005) Non-linear physical oceanography. Atmospheric and oceanograhic sciences library, Springer, 2nd edition. 

EPICA community members, (2004) Eight glacial cycles from an Antarctic ice core. Nature, 429, 623-628. 

Flückiger, J., E. Monnin, B. Stauffer, J. Schwander, T. F. Stocker, J. Chappellaz, D. Raynaud, and J. M. Barnola, (2002) High-resolution Holocene n2O ice core record and its relationship with CH4 and co2. Global Biogeochem. Cycles, 16, 1010, doi:10.1029/2001GB001417. 

Gallée, H., J. P. van Ypersele, T. Fichefet, I. Marsiat, C. Tricot, and A. Berger, (1992) Simulation of the last glacial cycle by a coupled, sectorially averaged climate-ice sheet model. Part II : Response to insolation and CO2 variation. J. Geophys. Res., 97, 15, 713-15, 740. 

Gallimore, R. G. and J. E. Kutzbach, (1995) Snow cover and sea ice sensitivity to generic changes in Earth orbital parameters. J. Geophys. Res., 100, 1103-1120. 

Hargreaves, J. C. and J. D. Annan, (2002) Assimilation of paleo-data in a simple Earth system model. Clim. Dyn., 19, 371-381. 

Hays, J., J. Imbrie, and N. Shackleton, (1976) Variations in the earth's orbit : Pacemaker of ice ages. Science, 194, 1121-1132. 

Huybers, P., (2007) Glacial variability over the last two millions years: an extended depth-derived agemodel, continous obliquity pacing, and the Pleistocene progression. Quaternary Sci. Rev., 26, 37-55, doi:10.1016/j.quascirev.2006.07.013. 

Imbrie, J. J., J. D. Hays, D. G. Martinson, A. McIntyre, A. C. Mix, J. J. Morley, N. G. Pisias, W. L. Prell, and N. J. Shackleton, (1984) The orbital theory of Pleistocene climate: Support from a revised chronology of the marine O18record. Milankovitch and Climate, Part I, A. Berger, J. Imbrie, J. Hays, J. Kukla, and B. Saltzman, eds., D. Reidel, Norwell, Mass., 269-305. 

Indermühle, A., T. F. Stocker, H. Fisher, H. Smith, M. Wahlen, B. Deck, D. Mastroianni, J. Tschumi, T. Blunier, R. Meyer, and B. Stauffer, (1999) Holocene carbon-cycle dynamics based on CO2 trapped in ice at Taylor Dome, Antarctica. Nature, 398, 121-125. 

IPCC (2001). Climate Change 2001: The Scientific Basis. Contribution of Working Group I to the Third Assessment Report of the Intergovernmental Panel on Climate Change. Cambridge University Press, Cambridge, United Kingdom and New York, NY, USA, 2001. 881pp.

Joos, F., S. Gerber, I. C. Prentice, B. L. Otto-Bliesner, and P. J. Valdes, (2004) Transient simulations of Holocene atmospheric carbon dioxide and terrestrial carbon since the Last Glacial Maximum. Global Biogeochem. Cycles, 18, doi:10.1029/2003GB002156. 

Joussaume, S., K. E. Taylor, P. Braconnot, J. F. B. Mitchell, J. E. Kutzbach, S. P. Harisson, I. C. Prentice, A. J. Brocolli, A. Abe-Ouchi, P. Bertlein, C. Bonfils, B. Dong, J. Guiot, K. Herterich, C. D. Hewitt, D. Jolly, J. W. Kim, A. Kislov, A. Kitoh, M. F. Loutre, V. Masson, B. McAvaney, N. McFarlane, N. de Noblet, W. R. Peltier, J. Y. Peterschmitt, D. Pollard, D. Rind, F. Royer, M. E. Schleisinger, J. Syktus, S. Thompson, P. Valdes, G. Vettoretti, R. S. Webb, and U. Wyputta, (1999) Monsoon changes for 6000 years ago: Results of 18 simulations from the Paleoclimate Modeling Intercomparison Project (PMIP). Geophysical Research Letters, 26, 859, 862. 

Khodri, M., Y. Leclainche, G. Ramstein, P. Braconnot, O. Marti, and E. Cortijo, (2001) Simulating the amplification of orbital forcing by ocean feedbacks in the last glaciation. Nature, 410, 570-574. 

Klinger, B. A., J. Marshall, and U. Send, (1996) Representation of convective plumes by vertical adjustment. J. Geophys. Res., 101, 18175-18182, doi:10.1029/96JC000861. 

Krinner, G., J. Mangerud, M. Jacobson, M. Crucifix, C. Ritz, and J. Svendsen, (2004) Enhancement of ice sheet growth by ice dammed lakes. Nature, 427, 429-432. 

Kukla, G. J., (2000) The last interglacial. Science, 287, 987-988. 

Kutzbach, J. E., (1981) Monsoon climate of the early Holocene: Climate experiment using the Earth's orbital parameters for 9000 years ago. Science, 214, 59-61. 

Kutzbach, J. E. and Z. Liu, (1997) Response of the African monsoon to orbital forcing and ocean feedbacks in the middle Holocene. Science, 278, 440-443. 

Lagrange, J. L., (1781) Théorie des variations séculaires des éléments des planètes 1. Nouveaux mémoires de l'Académie Royale des Sciences et Belles-Lettres, Berlin, 199-276. 

Lambeck, K., P. Johnston, C. Smither, and M. Nakada, (1996) Glacial rebound of the British Isles - III: Constraints on mantle viscosity. Geophys. J. Int., 125, 340-354. 

Laskar, J., (1999) The limits of earth orbital calculations for geological time-scale use. Phil. Trans. R. Soc. Lond. A, 357, 1735-1759. 

Laskar, J., P. Robutel, F. Joutel, F. Boudin, M. Gastineau, A. C. M. Correia, and B. Levrard, (2004) A long-term numerical solution for the insolation quantities of the Earth. Astrom. Astroph., 428, 261-285. 

Legrand, S., E. Deleersnijder, E. Hanert, V. Legat and E. Wolanski (2006), High-resolution solution, unstructured meshes for hydrodynamic models of the Great Barrier Reef, Australia, Estuarine Coastal and Shelf Science, 68 (1-2), 36-46.

Lenton, T. M., M. S. Williamson, N.R. Edwards, R. Marsh, A. R. Price, A. J. Ridgwell, J. G. Shepherd and S. J. Cox, (2006) Millenial timescale carbon cycle and climate change in an efficient Earth model, Climate Dynamics 26, 687-711.

Levitus, S. and T. P. Boyer, (1994) World Ocean Atlas 1994. NOAA Atlas NESDIS 3, Nat. Oceanic and Atmos. Admin, U.S. Dep. of Comm., Washington, D. C. 

Lisiecki, L. E. and M. E. Raymo, (2007) Plio-Pleistocene climate evolution: trends and transitions in glacial cycles dynamics. Quaternary Sci. Rev., 26, 56-69, doi:10.1016/j.quascirev.2006.09.005. 

Lourens, L. J., R. Wehausen, and H. J. Brumsack, (2001) Geological constraints on tidal dissipation and dynamical ellipticity of the Earth over the past three million years. Nature, 409, 1029-1033. 

Loutre, M. F., (2003) Clues from MIS11 to predict the future climate. A modelling point of view. Earth Planet. Sci. Lett., 212, 213-234, doi:10.1016/S0012-821X(03)00235-8. 

Loutre, M. F., A. Berger, M. Crucifix, S. Desprat, and M. F. Sánchez-Goñi, (2007) Interglacials as simulated by the LLN-2D NH and MoBidiC climate models, pp. 547-582 in Sirocko, F., M. Claussen, M. F. Sánchez Goñi, and T. Litt, eds., (2007) The climate of past interglacials, volume 7 of Developments in Quaternary Science. Elsevier. 

Lynch-Stieglitz, J., J. F. Adkins, W. B. Curry, T. Dokken, I. R. Hall, J. C. Harguera, J. J.-M. Hirschi, E. V. Ivanova, C. Kissel, O. Marchal, T. M. Marchitto, I. N. McCave, J. F. McManus, S. Mulitza, U. Ninnemann, F. Peeters, E.-F. Yu, and R. Zahn, (2007) Atlantic meridional overturning during the Last Glacial Maximum. Science, 316, 66-69. 

MacAyeal, D., (1993) Binge/purge oscillations of the Laurentide ice sheet as a cause of the North Atlantic's Heinrich events. Paleoceanogr., 8, 775-784. 
Manabe, S. and R. J. Stouffer (1980). Sensitivity of a global climate model to an increase of CO EQ \s\do5(2) concentration in the atmosphere. J. Geophys. Res., 85:5529–5554.

Meir, P., P. and J. Grace (2006) The influence of terrestrial ecosystems on climate, Trends in Ecology and Evolution 21, 254-260.

Milankovitch, M., (1998) Canon of insolation and the ice-age problem. Narodna biblioteka Srbije, Beograd, english translation of the original 1941 publication. 

Mitchell, J. M. M., (1976) An overview of climatic variability and its causal mechanisms. Quat. Res., 6, 481-494. 

Morales-Maqueda, M. A. and S. Rahmstorf, (2002) Did antarctic sea-ice expansion cause glacial co2 decline? Geophys. Res. Lett., 29, 1011, doi:10.1029/2001GL013240. 

Nicolis, C. and G. Nicolis, (1986) Reconstruction of the dynamics of the climatic system from time-series data. Proc. Natl. Acad. Sci. USA, 83. 

Oerlemans, J., (1980) Model experiments on the 100, 000-yr glacial cycle. Nature, 287, 430-432. 

Paillard, D., (1998) The timing of Pleistocene glaciations from a simple multiple-stae climate model. Nature, 391. 

Paillard, D. and F. Parrenin, (2004) The Antarctic ice sheet and the triggering of deglaciations. Earth Planet. Sc. Lett., 227, 263-271. 

Pälike, H., J. Laskar, and N. J. Shackelton, (2004) Geologic constraints on the chaotic diffusion of the solar system. Geology, 32, 929-932, doi:10.1130/G20750.1. 

Pälike, H. and N. J. Shackelton, (2000) Constraints on astronomical parameters from the geological record for the last 25 Myr. Earth Planet. Sc. Lett., 182, 1-14. 

Paterson, W. S. B., (1994) The physics of glaciers. Pergamon, New York, 3rd edition. 

Peixoto, J. P. and A. H. Oort, (1992) Physics of climate. American Institute of Physics, New York, 520 pp. 

Peltier, W., (1974) The impulse resonse of a Maxwell Earth. Rev. Geophys., 12, 649-669. 

Peltier, W. R., (2004) Global glacial isostasy and the surface of the ice-age Earth: the ICE-5G (VM2) model and GRACE. Ann. Rev. Earth Planet Sci., 32, 111-149. 

Peltier, W. R., I. Shennan, R. Drummond, and B. Horton, (2002) On the postglacial isostatic adjustment of the British Isles and the shallow visocleastic structure of the Erth. Geophys. J. Int., 148, 443-475. 

Pépin, L., D. Raynaud, J.-M. Barnola, and M. F. Loutre, (2001) Hemispheric roles of climate forcings during glacial-interglacial transitions. J. Geophys. Res., ïn press". 

Petit, J. R., J. Jouzel, D. Raynaud, N. I. Barkov, J.-M. Barnola, I. Basile, M. Bender, J. Chappellaz, M. Davis, G. Delaygue, M. Delmotte, V. M. Kotlyakov, M. Legrand, V. Y. Lipenkov, C. Lorius, L. Pepin, C. Ritz, E. Saltzman, and M. Stievenard, (1999) Climate and atmospheric history of the past 420, 000 years from the Vostok ice core, Antarctica. Nature, 399, 429-436. 

Rahmstorf, S., (2002) Ocean circulation and climate during the past 120, 000 years. Nature, 419, 207-214.

Raynaud, D., J.-M. Barnola, R. Souchez, R. Lorrain, J. R. Petit, P. Duval, and V. Y. Lipenkov, (2005) The record for marine isotopic stage 11. Nature, 463, 39-40, doi:10.1038/43639b. 

Ruddiman, W. F., (2005) The early anthropogenic hypothesis a year later - an editorial reply. Clim. Change, 69, 427-434. 

Ruddiman, W. F. (in press) The early anthropogenic hypothesis a year later: challenges and responses. Rev. Geophys., doi:10.1029/2006RG0002067. 

Ruddiman, W. F., M. Raymo, and A. McIntyre, (1986) Mutuyama 41, 000-year cycles: North Atlantic Ocean and northern hemisphere ice sheets. Earth Planet. Sci. Lett., 80, 117-129. 

Ruddiman, W. F., S. J. Vavrus, and J. E. Kutzbach, (2005) A test of the overdue-glaciation hypothesis. Quat. Sci. Rev., 24, 1-10, doi:10.1016/j.quascirev.2004.07.010. 

Saltzman, B., (2002) Dynamical paleoclimatology, volume 80 of International Geophysics Series. Academic Press. 

Saltzman, B. and K. A. Maasch, (1990) A first-order global model of late Cenozoic climate. Trans. R. Soc. Edinburgh Earth Sci, 81, 315-325. 

Sarnthein, M., U. Pflaumann, and M. Weinelt, (2003) Past extent of sea ice in the northern North Atlantic inferred from foraminiferal paleotemperature estimates. Paleoceanogr., 18, doi:10.1029/2002PA000771. 

Shackleton, N. J. and N. D. Opdyke, (1973) Oxygen isotope and paleomagnetic stratigraphy of equatorial Pacific core V28-238: Oxygen isotope temperatures and ice volumes on a 105 year and 106 year scale. Quat. Res., 3, 39-55. 

Sheffer, M., V. Brovkin and P. M. Cox (2006) Positive feedback between global warming and atmospheric CO2 concentration inferred from past climate change, Geoph. Res. Lett., 33, L10702.

Siegenthaler, U., T. F. Stocker, D. Lüthi, J. Schwander, B. Stauffer, D. Raynaud, J.-M. Barnola, H. Fisher, V. Masson-Delmotte, and J. Jouzel, (2005) Stable carbon cycle-climate relationship during the Late Pleistocene. Science, 310, 1313-1317. 

Stephens, B. B. and R. F. Keeling, (2000) The influence of Antarctic sea-ice on glacial-interglacial CO2 variations. Nature, 404, 171-174. 

Tarasov, L. and W. R. Peltier, (1997) Terminating the 100 kyr ice age cycle. J. Geophys. Res., 102, 21665-21693. 

Tziperman, E. and H. Gildor, (2003) On the mid-Pleistocene transtion to 100-kyr glacial cycles and the asymmetry between glaciation and deglaciation times. Paleoceanography, 18, 1001, doi:10.1029/2001PA00027. 

Tziperman, E., M. E. Raymo, P. Huybers, and C. Wunsch, (2006) Consequences of pacing the Pleistocene 100 kyr ice ages by nonlinearphase locking to Milankovitch forcing. Paleoceanography, 21, PA4206, doi:10.1029/2005PA001241. 

Vernekar, A. D., (1972) Long-term global variations of incoming solar radiation. Meteor. Monogr., 34, 21 pp. and talbles. 

Vettoretti, G. and W. R. Peltier, (2003) Sensitivity of glacial inception to orbital and greenhouse gas climate forcing. Quat. Sci. Rev., 23, 499-519. 

Webb, M. J., C. A. Senior, D. M. H. Sexton, W. J. Ingram, K. D. Williams, M. A. Ringer, B. J. McAvaney, R. Colman, B. J. Soden, R. Gudgel, T. Knutson, S. Emori, T. Ogura, Y. Tsushima, N. G. Andronova, B. Li, I. Musat, S. Bony, and K. E. Taylor, (2006) On the contribution of local feedback mechanisms to the range of climate sensitivity in two GCM ensembles. Clim. Dyn., 27, 17-38, doi:10.1007/s00382-006-0111-2. 

Wolf, A., J. B. Swift, H. L. Swinney, and J. A. Vastano, (1985) Determining Lypunov exponents from a time series. Physica D, 16, 285-317, doi:10.1016/0167-2789(85)90011-9. 

Wunsch, C., (2003) Determining paleoceanographic circulations, with emphasis on the Last Glacial Maximum. Quat. Sci. Rev., 22, 371-385. 

Yokoyama, Y., K. Lambeck, P. de Deckker, P. Johnston, and L. K. Fifield, (2000) Timing of the last glacial maximum from observed sea-level minima. Nature, 406, 713-716. 

Zhao, Y., P. Braconnot, O. Marti, S. P. Harrison, C. D. Hewitt, A. Kitoh, Z. Liu, U. Mikolajewicz, B. Otto-Bliesner, and S. L. Weber, (2005) A multi-model analysis of the role of the ocean on the African and Indian monsoon during the mid-Holocene. Clim. Dyn., 25, 777-800, doi:10.1007/s00382-005-0076-7.




Figures:

Figure 1: Long term variations of (a) the climatic precession parameter, (b) obliquity, (c) the normalised oxygen isotopic ratio of benthic foraminifera (the Y-axis is configured such that sea-level increases upwards (ice volume increases downwards) and (d) atmospheric CO2 concentration (in ppmv) reconstructed from ice core records (Petit et al., 1999; Siegenthaler et al., 2005). Time zero corresponds to year 1950 AD. Vertical shadings indicate interglacials, identified here as periods of CO2 high stand. Data timescales are taken from the corresponding references. 

Figure 2: Heliocentric angles relevant for the astronomical theory of climate. S stands for Sun, E for Earth, P for perihelion and V.E. for vernal equinox. See key to other symbols at the end of this article.

Figure 3: Insolation plotted as a function of latitude (Y-axis) and month (X-axis). The isocontours are called Milankovitch curves. The upper-left plot represents the absolute value assuming a circular orbit, while the three other plots give the effect of an increase in obliquity, or that of a non-zero eccentricity with perihelion occurring either in summer ( = 90 or in winter ( = 270°). Note the different scales and also that an increase in obliquity reduces the annual mean insolation between 43°N and 43°S.
Figure 4: Upper : Summer solstice insolation at 65° for the period [-500 kyr ; + 100 kyr], used to force the SM90 model (Saltzman and Maasch [1990]). Lower: Bold black curve : Time evolution of normalised northern hemisphere ice volume predicted with the SM90 model, compared with the reconstruction of Imbrie et al.,[1984]. Thin cyan curves represent an ensemble of realisations of the SM90 model in which parameters were tuned to improve the match to data. Note the dispersion of the predictions after + 50 kyr.

Figure 5: Time evolution of northern hemisphere ice volume simulated by the LLN model (lower) forced by insolation (top) and various scenarios the evolution of CO​2 concentration (middle) for marine isotopic stage 11 (around – 400 kyr, left) and the present interglacial period plus the next 125 kyr (right). Geological plotting conventions are adopted (time and ice-volume axes inverted). The figure illustrates, for these two periods, the sensitivity of simulated ice volume to the exact timing of CO​​​2  concentration changes.

� Berger's publication appeared in 1978, but his calculations are already quoted in the Hays et al. Science article. 
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